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1. Introduction

Most NCES surveys are based on complex designs involving multi-stage sampling,

stratification, clustering, and unequal probabilities of selection.  When computing variance estimates

from NCES survey data, it is important to incorporate these design features in order to obtain correct

standard error estimates.  Standard statistical packages such as SPSS and SAS are inappropriate for

complex survey data, because they are based on the assumption of independent, identically distributed

observations, or simple random sampling with replacement.  This has led to the development of software

packages that have the capability of estimating variances from complex survey data using specialized

methods such as Taylor series linearization and replication.

Three such packages are evaluated in this paper for applicability to NCES surveys.  These

are Stata Intercooled release 5.0, SUDAAN version 7.11, and WesVarPC version 2.12.  Stata and

SUDAAN use a linearization approach,1 WesVarPC employs two replication methods: jackknife and

balanced repeated replication (BRR), including Bob Fay’s BRR variation.  This review covers only the

PC versions, and is further restricted in the case of Stata to the survey analysis portion of the software.

Resources did not permit all the procedures in each package to be evaluated, nor are cost and availability

for different platforms addressed.

1.1 Other Recent Complex Survey Analysis Software Review Papers

Cohen (1996) reviews PC packages Stata release 5.0 (Intercooled), SUDAAN version 7.0,

and WesVarPC version 2.02 using the household component of the 1987 National Medical Expenditure

Survey (NMES).  Means, totals, ratios, and their standard errors are computed, and the three software

packages are compared with respect to the programming effort required, documentation, and

computational efficiency and accuracy.  The article also provides information on software capabilities,

available platforms, and cost.  The author concludes that none of the packages can be considered “best”

or “worst” for all applications and situations, but notes differences in execution times, analytical

capabilities, and ease of programming.  SUDAAN was found to run the fastest of the three and Stata to

be significantly slower, with WesVarPC in between.  The author believes the replication approach to be a

factor in the slower WesVarPC run times obtained.  In his evaluation, 100 BRR replicate weights were

                                                     
1 RTI’s newest release, SUDAAN 7.5, can calculate standard errors using jackknife and BRR replicate weights as well. The user may supply

BRR replicate weights but the software does not accept jackknife replicate weights.  However, it will create jackknife replicate weights
internally so that the jackknife method can be used.  This capability was not evaluated here.
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created in WesVarPC.  It should be noted that the newer 32-bit processor version of WesVarPC version

2.12 will run noticeably faster on a Pentium with 32MB of RAM.

Cohen finds all three packages to produce identical point estimates and identical standard

error estimates for SUDAAN and Stata.  The WesVarPC standard errors were found “generally

convergent” with the linearization estimates.  It would be of interest to know if any of the statistics

produced for his evaluation are based on NMES variables with missing data, since no inconsistencies are

mentioned between the SUDAAN and Stata standard errors (see section 6.1 on this point).  A table

comparing software capabilities is given, which shows all three packages can calculate descriptive

statistics with standard errors and design effects and can perform linear and logistic regression analysis.

WesVarPC does estimate standard errors for quantiles, though this is not shown in the table.  All three

can estimate linear contrasts and perform significance tests.  Both WesVarPC and SUDAAN can perform

tests of independence for survey data.

Lepkowski and Bowles (1996) catalog eight packages for PC that will calculate standard

errors for complex survey data using either replication or linearization: CENVAR, CLUSTERS, EpiInfo,

PC CARP, Stata, SUDAAN, VPLX, and WesVarPC.  The catalog contains useful information on

available platforms, cost, installation, purchasing, input files, and general software capabilities.

Although no estimates are presented in the review, the authors found that estimated proportions, standard

errors, and coefficients of variation were “similar” across the CENVAR, CLUSTERS, EpiInfo,

SUDAAN, and WesVarPC packages.  No estimates were produced for Stata, PC CARP, or VPLX. They

note that while all packages can compute standard errors using the first stage PSUs under a with-

replacement design, only SUDAAN has the capability to handle a without-replacement design where

sampling is with unequal probabilities at the first stage (if one has the joint probabilities of selection of

the PSUs), and to incorporate a finite population correction factor at subsequent stages of selection when

sampling is with equal probabilities.  They point out that linearization packages can only produce

standard errors for statistics for which a Taylor Series approximation formula has been included in the

software, whereas replication methods can be used for virtually any statistic.  They consider the

WesVarPC documentation the easiest to read and best laid out but warn that users unfamiliar with

replication may find the specification of replicate weights confusing.  They note that CENVAR,

CLUSTERS, EpiInfo, VPLX, and WesVarPC are free, and, with the exception of CLUSTERS, can be

downloaded off the Internet.

Weng, Zhang, and Cohen (1995) compare six packages that can handle variance estimation

for complex survey data: VPLX, WESVAR/WESREG (apparently mainframe version 1.2), REPTAB,

SUDAAN, PC CARP, and STRATTAB.  They compute standard errors for proportions, means, ratios,
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and regression coefficients using Teacher Survey data from the 1990-91 Schools and Staffing Survey.

The packages are compared with respect to computational accuracy, ability to handle NCES survey

designs, and treatment of missing data.  The versions of each package and the platforms on which the

jobs were run are not mentioned in their paper.

A set of BRR replicates created by NCES and a set of jackknife replicate weights generated

by VPLX were used in their evaluation.  A with-replacement design was assumed for all packages.  The

authors found all packages to give identical point estimates.  Of the three linearization packages

(SUDAAN, PC CARP, and STRATTAB), they found SUDAAN and PC CARP to give identical standard

error estimates for descriptive statistics but not for regression estimates.  The STRATTAB package gave

extremely different standard errors that were much smaller than the other two.  All three replication

packages (VPLX, WESVAR, and REPTAB) produced identical standard errors for a set of BRR

replicate weights.  The replication and linearization standard errors were found to be similar for the

descriptive statistics, but large differences were found for one of the regression models.  A few

comments are made about the treatment of missing data in the version of WESVAR and WESREG used

for their evaluation.  This older version of WESVAR and WESREG is no longer supported and the

remarks made are not pertinent to the recent PC versions of WesVarPC.  In WesVarPC the treatment of

missing data is very different from what is described in the authors’ paper.  Another misunderstanding in

their paper seems to be the two-PSU per stratum requirement for creating JK2 (stratified jackknife) and

BRR replicate weights within WesVarPC.  This does not mean that replicate weights created outside

WesVarPC cannot be used to obtain correct standard errors using the software, even when there are not

exactly two PSUs per stratum.  Although the current version of WesVarPC requires two PSUs per

stratum in order to create replicate weights within the software, the next release, due in mid-1998, will

allow more than two PSUs per stratum.

The current evaluation attempts to provide a more indepth and comprehensive evaluation of

each software’s estimation procedures, including the treatment of missing data, for a broader range of

statistics and sample designs than each of the above three papers.  Test statistics and data processing

issues are mentioned briefly.  A comparison of standard errors calculated using bootstrap replicate

weights as well as jackknife and BRR replicate weights is made with linearization standard errors.

Recommendations are made specifically for NCES surveys.
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1.2 Description of NCES Surveys

The 1988 National Education Longitudinal Study (NELS:88) baseline survey and the 1993-

94 Schools and Staffing Survey (SASS) were chosen for the evaluation because both contain many of the

complex sample design and estimation features common to NCES surveys.  These features include

multistage sampling, stratification, sorting, clustering, unequal probabilities of selection, high sampling

fractions, nonresponse adjustments, and poststratification, all of which affect the estimation of variance.

1.2.1 NELS:88 Base year

The NELS:88 is a survey of the school-related experiences and accomplishments of a

nationally representative sample of eighth graders.  The target population consisted of eighth graders in

all public and private schools containing eighth grades in the fifty states and the District of Columbia

(Spencer et al., 1990).  A sample of schools was drawn, and students were sampled within each school.

School data were collected from the administrator at each sampled school.  The sampled students were

administered achievement tests in different academic subjects and were asked to respond to a

questionnaire about their school and home life.  Data on the students and on teacher practices and

curriculum were also collected from the parents and teachers of the sampled students for use in analyzing

student data.

Students were selected using a two-stage stratified, clustered design.  At the first stage,

schools were sampled from a list frame using probability proportional to size systematic sampling within

28 strata.  Each school’s probability was proportional to its eighth grade enrollment.  Superstrata were

formed by school type (public, Catholic, NAIS,2 other private) and region.  Substrata within primary

strata were formed by urban status and by percent minority class (public schools only).  Prior to

sampling, schools were sorted within stratum by eighth grade enrollment.

The number of public schools sampled in each primary stratum was determined by

proportional allocation using the total estimated eighth grade enrollment of all schools in the stratum.

Private schools were oversampled relative to public schools to increase their sample size for analysis.  Of

the 1,734 schools sampled, 1,035 responded and were eligible.  Students were stratified by Asian,

Hispanic, and all other within each school, and were sampled with equal probabilities within each

stratum.  A maximum of 24 “all other” students per school were selected.  These were supplemented with

                                                     
2 National Association of Independent Schools
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an oversampling of Asian and Hispanic students.  The total sample size of students was approximately

26,400, of which 24,599 students have data for analysis.

Both the school and student baseline sample files were used in this software evaluation, but

only student estimates are discussed.  The important features of the sample design to reflect in the

variance estimates are the stratification and sorting of schools, the clustering of students within schools,

and the unequal school and student weights.  The school sampling fractions within each stratum were

small so no finite population correction factor is needed and with-replacement sampling can be assumed

for variance estimation.

1.2.2 1993-94 SASS

The 1993-94 SASS is a survey of public and private elementary and secondary schools in

the United States.  It has public school district (local education agency—LEA), teacher, administrator,

library, and student components as well, all conducted during the same school year.  Additionally, the

Teacher Follow-up Survey is conducted on a subsample of teachers 1 year later.  Data collected include

school and teacher characteristics, school operations, program and policies, teacher demand and supply,

and the opinions of teachers and administrators about policies and working conditions.  These files can

all be linked for analysis (Abramson et al., 1996).  For the software evaluation, only the school and

teacher survey files were used.

Schools were selected from public and private school list frames, with the addition of a

small area sample of private schools to improve coverage.  With the exception of the area sample,

schools were selected as a one-stage stratified design using probability proportional to size systematic

sampling.  Each school’s probability of selection was proportional to the square root of the number of its

teachers.

The variables used to stratify public schools were state, school level (elementary, secondary,

and combined), whether BIA-run (Bureau of Indian Affairs) or not, and the percentage of Native

American students.  The sample was allocated to strata using optimal allocation for estimating the total

number of teachers.  Within each non-BIA stratum, schools were sorted by LEA metro status, ZIP Code

(recoded to keep schools in an LEA together within the stratum), LEA ID, highest grade, percentage of

minority students, and enrollment prior to sampling.  All 176 BIA schools were taken with certainty.  In

addition, schools in the high percentage Native American enrollment stratum were oversampled.  A total

of 9,956 public schools were sampled, of which 8,767 responded and were eligible.
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Private schools on the list frame were stratified by school association membership, grade

level, and Census region.  The sample was allocated to strata proportionally but in such a way as to

balance the goals of producing private school association and national level estimates, and public versus

private sector comparisons.  Within each stratum, schools were sorted by state, highest grade, urban

status, ZIP Code (first two digits), and enrollment.  Of the 19 associations, 4 were small enough that all

schools were taken into the sample with certainty.  In another four associations, the school sampling

fraction was about 0.5 or greater.

For the area sample, PSUs consisting of a single county, independent city, or cluster of

contiguous counties or independent cities were first sampled.  Prior to sampling, the PSUs were stratified

by Census region, MSA status, and percentage of minority students into 16 strata.  A minimum of two

PSUs were allocated to each stratum for variance estimation purposes, with 26 additional PSUs allocated

to more nearly approximate a uniform sampling fraction of PSUs from each stratum.

The 1993-94 SASS area frame was designed to produce approximately 50 percent overlap

with the 1991 SASS; thus 58 or half of the PSUs selected in 1991 SASS were retained for the 1993-94

survey.  Eight PSUs that had been selected with certainty in 1991 SASS were again taken with certainty

in the 1993-94 survey. An additional 58 PSUs were selected independently for the 1993-94 survey using

probability proportional to size systematic sampling, with PSU probabilities proportional to the square

root of their 1988 population projections.

Within each of the sampled PSUs, a list was compiled of all private schools and matched

with the private school list frame already in use.  From the nonmatching schools, a sample of schools was

drawn.  A total of 3,162 private schools were sampled from the list frame and 153 (after unduplication)

from the area frame.  The total number of responding, eligible private schools available for the software

evaluation was 2,585.

Overall, the teacher sample is a two-stage stratified sample; the exception is the teacher

sample from schools in area sample, which is a three-stage sample.  Within the sampled schools teachers

were stratified into one of five teacher types in the following hierarchical order: 1) American Indian,

Aleut, or Eskimo; 2) Asian or Pacific Islander; 3) Bilingual/ESL; 4) new; and 5) experienced. Then they

were sampled systematically with equal probabilities within strata. Teachers in the first three strata were

oversampled in both public and private schools; new teachers in private schools were also oversampled.

The maximum number of sampled teachers per school was set at 20.  The total number of teachers

sampled was 68,284, of which 55,477 were eligible respondents to the teacher questionnaire.  Of these,

51,604 teachers also were in responding schools.
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The sample of LEAs consisted of the LEAs associated with the sampled public schools, plus

a few others that were sampled directly because they hire teachers but are not associated with any

schools.  Consequently, each LEA’s probability of selection is a function of the probabilities of selection

of its constituent schools.  The school administrator sample consisted of the administrator at each

sampled public and private school.  The library sample consisted of the libraries associated with a

subsample of the public school sample.  The student sample was obtained by subsampling three teachers

from each school in a subsample of schools, then subsampling two students from each teacher.  A student

records questionnaire was sent to the school administrator.  LEAs, administrators, and librarians were

administered separate questionnaires.

The aspects of the 1993-94 SASS sample design that should be taken into account in

estimating variances are the stratification of schools and PSUs, the sorting of schools within explicit

strata at the first stage of selection, the clustering of area sample schools within PSUs, the clustering of

teachers within schools, unequal school and teacher weights, high sampling fractions in some of the

states and private school strata, and the selection of BIA schools and schools in some private school

associations with certainty.

2. How This Software Evaluation Was Conducted

The criteria used to evaluate the three software packages are as follows:

• How well each package can handle the sample design features which are relevant for
variance estimation;

• Analysis capabilities;

• How missing data are handled;

• Accuracy of computational algorithms and test statistics;

• Ease of use (including programming, inputting and outputting data);

• Execution time; and

• Documentation.

A range of statistics was computed using each software package, including means, medians,

totals, differences in means, proportions, odds ratios, and logistic regression coefficients.  The resulting

estimates with their standard errors, design effects, and test statistics were compared across packages.  A
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sample of these computations is presented in tables 1a – 1d and figure 1.  The treatment of missing data

by each package is summarized in table 2.  Table 3 contains execution times for several runs for each

package.  Table 4 summarizes the main survey analysis features available with each one.  The criteria and

tables are discussed in the remainder of the report.

3. File Preparation

Regardless of the software package chosen, the preparation of input files for variance

estimation can be a very time-consuming task, depending on the availability of sample design variables

and replicate weights on the analysis files.  To create replicate weights for use with WesVarPC, or

sample design variables for SUDAAN or Stata, the user must have a complete understanding of the

sample design, the details of which may not be available in publicly released documents.  At NCES,

usually a public use analysis file is released with a particular variance estimation method in mind.  For

example, the 1993-94 SASS files contain bootstrap and BRR replicate weights that are designed to be

used with software that can accommodate the BRR replication method; thus the user would presumably

have no need for stratification variables.  However, a SUDAAN or Stata user would require these.  The

NELS:88 files contain the stratum codes that SUDAAN or Stata need (masked for confidentiality

reasons), but no replicate weights.

The creation of replicate weights can present a major roadblock to analysts who are

unfamiliar with replication methods or the sample design of the survey or to those who do not have

access to the required sample design variables.  Replicate weights may be created in WesVarPC by

specifying the variables that contain the variance strata (VARSTRAT) and PSU codes (VARUNIT) in

the PREP step.  For this process to work properly, in the current version of WesVarPC there must be

exactly two PSUs or half-samples per variance stratum; i.e., VARUNIT must equal 1 or 2 for each level

of VARSTRAT.3  Outside programming is necessary to create the variance strata and PSU variables

when there are more than two PSUs per stratum, when there are strata with only one PSU in them, or

when there are certainty PSUs.  This may require grouping PSUs to form half-samples which function as

the VARUNIT in WesVarPC, or it may require collapsing strata.  The variance strata should be created

in such a way that there are sufficient degrees of freedom for stable variance estimation for the domains

of interest.  This may involve splitting and combining the original sampling strata to form variance strata.

                                                     
3 A new version of WesVarPC, due for release in mid-1998, will create jackknife replicate weights when there are more than two PSUs per

stratum.
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All three packages will accept ASCII files, but the layout of each record must be specified

either in an external file or keyed in when the file is read in.  Both SUDAAN and WesVarPC will accept

SAS version 6.02 through 6.04 files (PC SAS files for DOS), though they will not accept later SAS file

versions.  SAS for Windows version 6.08 and later files can be easily converted to version 6.04 by

specifying the V604 engine in the LIBNAME statement when outputting the file.  WesVarPC will also

accept SPSS for Windows, SAS Transport, and DBF files.  Stata comes with an easy-to-use Stat/Transfer

program that converts SAS Transport files into Stata files (.dta files).  The Stat/Transfer program will

also convert the following types of files into Stata files that can be read by the software: Lotus, Excel,

Clipper, Alpha Four, CRUNCH, dBase II – IV, FoxBase, Gauss, Paradox, Quattro Pro, S-Plus, SPSS

Export, and Systat.  Stata can also read comma- or tab-delimited ASCII files created by a spreadsheet or

database program with its insheet command.

In this evaluation, the first step was to create SAS version 6.04 files from the restricted use

ASCII files.  Additional sample design variables were obtained from NORC for the NELS:88 school file

and the Census Bureau for the 1993-94 SASS private school sample.  For the NELS:88 school and

students sample files, a set of 100 JK2 and 100 BRR replicate weights were created for use with

WesVarPC.  These replicate weights were created outside of WesVarPC using Westat’s internal SAS

WESWGT programs, because the NELS:88 sample design did not consist of two PSUs per stratum and

because some variance strata (after splitting the original sampling strata) consisted of three PSUs.  The

replicate weights reflect the sort order of selection of schools within superstrata and substrata.  The

analysis file containing replicate weights was then imported in the PREP step of WesVarPC to create the

.VAR file that WesVarPC uses.

For SUDAAN and Stata, variance strata (VARSTRAT) and variance PSU (VARPSU)

variables were created to communicate the sample design to the software for the 1993-94 SASS school

and teacher and NELS:88 school and student files.  In general, for both 1993-94 SASS and NELS:88, the

variance strata were set equal to the school strata and the variance PSUs were set equal to the school ID.

Variance strata containing only one school were collapsed with the adjacent stratum.  For the area sample

schools in 1993-94 SASS, the variance strata were set equal to the strata used to select the geographic

PSUs, and the variance PSUs were set equal to the geographic PSU code.  For SUDAAN, these variables

must be numeric and the input files must be sorted by variance strata and variance PSU in the order they

appear on the NEST statement.  For Stata, SAS transport files were created from the SAS version 6.04

files and converted to Stata files using Stat/Transfer.  In the Stat/Transfer run, the lengthy 1993-94 SASS

school and teacher control numbers were set to “double precision” numeric data types instead of the

“float” default.  This extra precision was needed so that Stata would read in the entire field and count the

number of PSUs correctly.
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All three packages have flexible recoding and subsetting capabilities, though Stata’s replace,

generate, and egen (extensions to generate) commands are the most powerful of the three for recoding

existing variables and creating new variables quickly.  All three support the creation of labels for

variables and levels of categorical variables.

4. Handling of Complex Survey Design Features

4.1 WesVarPC

In replication methods, the sample design is built into the replicate weights.  Thus, if the

replicate weights are contained on the input file, it is only necessary to identify them by variable name to

WesVarPC and to select the method used to create them in the PREP step.  All the components of

variance corresponding to the different stages of sampling will be included in the variance estimates.

The effects of stratification, clustering, certainty selections (if any), and unequal weighting will be

accounted for if the replicates were created properly.  It is possible to incorporate an fpc into jackknife

and BRR replicate weights in WesVarPC if sampling at the first stage is with equal probabilities, but this

condition was not present with NELS:88 or SASS since schools were selected with probability

proportional to size.  However, the bootstrap replicate weights account for the high sampling fractions in

SASS.

4.1.1 NELS:88

WesVarPC was able to handle the most important aspects of the sample design for both of

the NELS:88 baseline surveys examined, primarily because these were built into the replicate weights,

which were created outside of WesVarPC.  To create replicate weights in WesVarPC, additional

programming would be required before importing the school or sample file in the PREP step.  A variance

stratum variable (VARSTRAT) must be created with exactly two half-samples or PSUs per VARSTRAT.

A VARUNIT variable must also be created that identifies the half-sample or PSU.

In WesVarPC, it is possible to reflect raking and poststratification adjustments to the

weights in the variance estimates if the raking dimension or poststratification cell variables and control

totals are available on the file, and also the replicate weights prior to the raking/poststratification.

However, the raking dimension variables and control totals were not available on the NELS:88 files, so

this was not done in creating replicate weights for this evaluation.
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4.1.2 1993-94 SASS

The 1993-94 SASS files already have 48 bootstrap replicate weights, which NCES created

for their public and restricted use files.  These replicate weights incorporate the aspects of the sample

design and weighting that are relevant for variance estimation, so the user does not have to worry about

this in setting up WesVarPC runs.  Bootstrap replicate weights were created for the school, administrator,

teacher, and LEA samples because it was considered important to reflect the high sampling fractions in

some of the school sampling strata (and in the LEA sample) as well as the systematic sampling in the

variance estimates.  BRR and Jackknife replicate weights cannot be responsive to this requirement when

the first stage of selection is with unequal probabilities.  The creation of these replicate weights is

described in Abramson et al. (1996) and in Kaufman (1993, 1994).  WesVarPC will compute the correct

variance using bootstrap replicate weights if the BRR method is selected after identifying the replicate

weight variables in the PREP step because the formula for calculating the variance from the replicate

estimates is the same for both methods. In the creation of bootstrap replicate weights by NCES, all

nonresponse and poststratification weighting adjustments were replicated so that WesVarPC will

correctly include the impact of these adjustments in its variance estimates.  Although poststratification

reduces the variance, extra sampling variability arises from weighting adjustments for poststratification

and nonresponse, because different samples would give rise to different weighting adjustment factors.

4.2 SUDAAN

SUDAAN accommodates six types of sample designs:

• WR:  multi-stage design, with replacement sampling at the first stage, PSUs sampled

with equal or unequal probabilities of selection.

• STRWR:  single-stage design, with replacement sampling with equal or unequal

probabilities of selection.

• WOR:  multi-stage design, without replacement sampling assumed at the first stage,

equal probabilities of selection at the first stage and subsequent stages where sampling

is without replacement.

• STRWOR:  single-stage design, without replacement sampling with equal probabilities

of selection.
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• UNEQWOR:  single or multi-stage design, without replacement sampling at the first

stage, PSUs sampled with unequal probabilities of selection, sampling with or without

replacement with equal probabilities at subsequent stages.

• SRS:  simple random sampling with replacement.

The STRWR and STRWOR options are for one-stage stratified samples where each record

is a PSU.  WR is used when there are two or more stages of sampling; this design option treats the PSUs

as “ultimate clusters.”  The three without replacement designs (WOR, STRWOR, UNEQWOR) calculate

a finite population correction factor (fpc) for the first stage of sampling.  These three designs require that

the total number of PSUs in the population for each stratum be contained in a variable placed on every

record, or else be available on a user-created PSU-level PSUDATA file that SUDAAN accesses during

execution.  In addition, UNEQWOR requires the joint probabilities of selection for each pair of PSUs.

Many survey designs can be adequately described by one of SUDAAN’s six design options.

In particular, many designs are covered approximately by the WR option.  However, there may be cases

where it is inappropriate to use the linearization method of variance estimation.  For example, the

multiplicity sampling used to obtain the sample of LEAs in the 1993-94 SASS Teacher Demand and

Shortage Survey does not fit a linearization scheme.  Two-phase or double sampling is another example

which neither linearization nor replication methods can fully account for.

4.2.1 NELS:88

SUDAAN was able to handle the NELS:88 sample design easily since the school and

student samples fit well into the STRWR and WR design options.  It was only necessary to collapse

beforehand one superstratum (SSTRATID) that contained a single responding school with another

superstratum.  In SUDAAN it is possible to account for the sorting of schools within superstrata prior to

sampling by listing the primary sort variables after SSTRATID in the NEST statement and using the

PSULEV option to indicate which variable corresponds to the PSU.  This was done for one set of runs,

but it made very little difference in the particular set of variance estimates examined.  If a statistic is

highly correlated with the sort variables however, including these variables on the NEST statement

should have the effect of reducing the variance.
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4.2.2 1993-94 SASS

SUDAAN was less successful in taking account of the Schools and Staffing Survey design,

primarily because of the high school sampling fractions and because of the way the LEA sample was

drawn.  However, most aspects of the sample design relevant for variance estimation could be taken in

account for schools and teachers (and by extension, administrators, librarians, and students).  In the case

of the LEA sample, linearization variance estimates are not possible because LEAs were not sampled

directly but were obtained through the sampled schools.  For the School and Teacher Surveys, to reflect

the high sampling fractions in some school strata, the DESIGN=UNEQWOR option would need to be

specified because schools were sampled with unequal probabilities.  This design option requires giving

SUDAAN the joint probabilities of selection for each pair of PSUs on the JOINTPROB statement.

However, NCES does not have the joint probabilities of selection, nor would they be easy to compute.

Such computations, in fact, would also require the variance stratum population counts to be included on

the TOTCNT statement.  These population counts are not currently on the restricted use file, though

presumably they could be obtained from NCES.  Because of these difficulties, the DESIGN=WR option

was used in this evaluation for teacher-level estimates from the teacher file, and DESIGN=STRWR was

used for school-level estimates from the school file.

Another issue for the Schools and Staffing Survey is the treatment of certainty PSUs, which

would include the BIA schools and schools in the four private school associations from which all schools

were taken.  (The eight certainty PSUs in the private school area sample are not a concern here, because

schools from these PSUs were added to the list frame prior to sampling.)  To reflect the certainty schools,

each certainty school must be recoded as a separate variance stratum and teachers in these schools must

be recoded as PSUs.  In other words, one would set VARSTRAT=school ID and VARPSU=teacher ID

for each certainty school.  There must be at least two teachers for each certainty school, or SUDAAN

will stop executing and generate an error message.4  It is probably not a good idea to try to incorporate

the teacher stratification in creating VARSTRAT for the certainty schools, since many of the teacher

strata are small and would need to be collapsed within a school to meet the two PSU per stratum

requirement.  Note that the certainty schools cannot be recoded this way on the school file because there

is only one record per school, and SUDAAN will not execute when there is only one PSU per stratum for

a with-replacement design option.  However, certainty schools represent only 1.8 percent and 7.1 percent

of the public and private schools samples, respectively.  For this reason, the extra recoding may not be

considered worth the effort.  The effect of not taking into account the certainty schools is that the

                                                     
4 This error message was obtained even when the MISSUNIT option was specified in the NEST statement, contrary to the manual’s direction.
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responding certainty schools are treated as a random sample of the school universe in each stratum,

meaning they will contribute a small amount to the variance.

SUDAAN can reflect the effect of poststratification in its variance estimates if the

poststratification cell variables and control totals are available on the analysis file.

4.3 Stata

Stata handles complex survey data through its svy commands (svyset, svydes, svymean,

svytotal, svyprop, svyratio, svylogit, svymlog, svyolog, svyprobt, svyoprob, svylc, svytest).5  Although it

accommodates fewer types of sample designs than SUDAAN, it can handle the equivalent of SUDAAN’s

DESIGN=WR, STRWR, and STRWOR design options.  It employs the “between PSU” variance

estimator or “ultimate cluster” sampling model.  Unlike SUDAAN, it does not handle second or third

stage sampling within PSUs.  It does not have the capability to incorporate an fpc after the first stage of

sampling or with unequal probabilities of selection at the first stage, though it will correctly calculate an

fpc for the first stage of sampling if sampling was with equal probabilities.  To do this, the analyst must

specify either the stratum total number of PSUs or the stratum sampling fraction on the svyset fpc

command.

Note that although Stata can calculate standard errors based on bootstrap replication with its

BSTRAP command, its bootstrapping procedure assumes the original sample was selected using simple

random sampling.  Therefore the BSTRAP command is not appropriate for complex survey data.

4.3.1 NELS:88

Stata was able to estimate correct standard errors for the NELS:88 school and student files

using the same VARSTRAT and VARPSU variables that were created for the SUDAAN input file with

the DESIGN=WR option.  One difference between the two packages is that Stata permits just one

variable to be specified as the stratification variable on the svyset strata statement.  This means one could

not as easily include the effects of the school order of selection within superstrata as one can with

SUDAAN, since a new stratification variable would have to be created which incorporated the sort

                                                     
5 The svymlog, svyolog, and svyoprob commands are not included with the Stata software diskettes shipped to new users nor do they appear in

the version 5.0 manuals.  They must be downloaded from the Stata web site.
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variables.  However, it does allow the collapsing of strata within the program; this does not have to be

done in SAS beforehand as with SUDAAN.

4.3.2 1993-94 SASS

Stata can calculate approximately correct standard errors for the 1993-94 SASS School,

Teacher, Administrator, Library, and Student Surveys using the same method as SUDAAN’s

DESIGN=WR option.  The standard errors are identical to those calculated by SUDAAN with the

exception of estimated totals when there is missing data.  To account for the certainty schools on the

teacher file, the certainty schools would have to be recoded to separate variance strata and their teachers

to variance PSUs as described above for SUDAAN.  As with SUDAAN, the certainty schools cannot be

accounted for on the school file by making them their own variance stratum, since a variance cannot be

estimated for strata containing only one PSU.  To ensure that they contribute zero to the variance for

school level estimates, the certainty schools could all be placed in a single stratum, and a sampling

fraction of one specified in the svyset fpc command for that stratum.  A sampling fraction of zero would

have to be specified for the other strata so that Stata would compute an fpc equal to one for them.  This

effectively prevents Stata from computing an incorrect fpc in the noncertainty strata where schools are

sampled with unequal probabilities.

5. Ease of Use

5.1 Documentation

The manuals for all three packages provide clear instructions and examples on how to use

the software.  The Stata manuals are especially complete and easy to read.  Helpful cross-references

under each topic made learning the software much easier.  E-mail requests for technical support to Stata’s

Web site were answered in a timely fashion.  The WesVarPC manual is also easy to read, but one should

not expect very much guidance from it on how to create replicate weights.  Both Stata and WesVarPC

manuals provide the formulas used by the software, but the SUDAAN manual is uneven in this regard.

Although the test statistics are documented in the manual, most of the formulas for variances and design

effects (with the exception of the MULTILOG procedure) can only be found in a separate document

(Shah et al., 1996).
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5.2 Programming

Of the three packages, WesVarPC is probably the easiest to learn and use once replicate

weights are on the input file.  A user does not need a background in sample design to perform data

analysis, nor does he/she need to learn much in the way of syntax.  It is menu driven, and programs are

built by clicking on options, variable lists, and mathematical symbols on screens.  As an alternative to the

point-and-click method of creating table requests, it does have a utility for creating large numbers of

table requests in a single file.  This file can be edited as a text file and submitted in batch mode.  The

main advantage of this feature is that table settings, variables, and functions can be reused for many

tables without having to re-enter them each time using the point-and-click graphical interface.

Alternatively, each table in a single request file can be customized; i.e., the statistics calculated and the

output settings for each table in a single request can be different.  The software also includes an Excel

macro Table Generator to produce user-defined tables using output from WesVarPC’s table requests.

This is helpful since WesVarPC’s table request output is in list format, but the macro may not be useful

for all table formats.

SUDAAN is the most difficult to learn and set up initially, but once this hurdle is overcome

it is a very powerful and economical package in terms of the number of statements required.  Its

commands are reminiscent of SAS.  The tabular output is very readable and many output options exist to

control the appearance of the table and the statistics that are output.  A PROC PRINTTAB procedure

exists for further processing summary statistics from other SUDAAN procedure output.  SUDAAN can

also produce ASCII output files which can often be directly imported into spreadsheets such as Excel

with a minimum of SAS programming intervention.6  Many tables can be requested in a single statement,

but the drawback of this is that the table settings, statistics calculated, and output must be the same for

every table.  In addition, it is necessary to list all categorical variables and the number of levels for each

in a SUBGROUP and LEVEL statement, which can be an error-prone task when many variables are

involved.  SUDAAN also requires the levels of categorical variables to be recoded to consecutive

integers beginning with 1.  A careful reading of the manual is required to understand and correctly use

SUDAAN’s syntax and output options, especially the use of its special variables such as _ONE_.

Stata is easy to learn, but can require many more programming statements than WesVarPC

or SUDAAN to accomplish the same thing.  This is particularly true in generating tables.  Standard errors

for proportions can be calculated in Stata using either the svyprop or the svymean commands, but design

effects and confidence intervals are not available with svyprop.  Proportions may be calculated as means
                                                     
6 Note that the PC stand-alone version of SUDAAN does not output SAS files, but a SAS-callable version available for VAX VMS and IBM

MVS will output SAS version 6 files.
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of 0-1 indicator variables using the svymean command, which does produce design effects and

confidence intervals, but the user is responsible for creating these or recoding existing variables.  For a

multilevel categorical variable, a separate indicator variable must be created for each level of the

variable.  In Stata, multiple table requests cannot be submitted with a single statement as in SUDAAN,

but require separate svyprop or svymean statements for each crosstab.  Another inconvenience is that the

marginals and weighted totals are not a byproduct of the table request but must be produced in separate

commands.  In WesVarPC or SUDAAN, getting weighted totals, proportions, unweighted cell counts,

confidence intervals, and design effects for categorical variables in one request is simply a matter of

specifying these statistics in the output.  Output from Stata svy commands can be saved for access by

other software, but this is not as easy as in WesVarPC or SUDAAN.

All three packages compute standard errors for proportions and for continuous statistics

such as means, totals, ratios, and differences in these quantities.  In addition, SUDAAN and WesVarPC

can calculate standard errors for quantiles and odds ratios.  WesVarPC’s COMPUTE and FUNCTION

screens allow the user great flexibility in calculating standard errors for statistics that may not be

available in SUDAAN or STATA.

All three packages will do regression and logistic regression.  SUDAAN also does

polychotomous logistic regression, survival analysis, and loglinear models, but Stata is the only package

that will estimate probit models.  However, in fitting regression models Stata requires the user to create

dummy variables for the different levels of categorical regressors, whereas these are generated

automatically in WesVarPC and SUDAAN.  The estimated model coefficients and their standard errors

can be output for use by other software in all three packages, but this is not at all straightforward in Stata.

Stata does have some very useful commands (predict, summarize, and plot) that enable the user to

interactively compute the predicted values and residuals, then summarize and display them in plots.

6. Computational Accuracy

6.1 Point Estimates and Standard Errors

Table 1a contains selected estimates from the NELS:88 baseline student sample and tables 1b – d and

figure 1 contain selected estimates from the 1993-94 SASS teacher and school samples, so that

computational results from WesVarPC, SUDAAN, and Stata may be compared.  As can be seen in

Tables 1a – d, all three packages produced identical point estimates, except that Stata’s medians differed

slightly in the first decimal place due to the different algorithm it uses for obtaining quantiles.
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WesVarPC and SUDAAN both estimate the median and confidence interval of the median using the

Woodruff method (Woodruff, 1952) on either grouped or ungrouped data.  However, WesVarPC uses

replication and SUDAAN uses linearization to estimate the standard error of the cumulative distribution

function.  These methods are documented in the WesVarPC manual and in Shah et al. (1996).  The

difference between the three packages is that WesVarPC and SUDAAN interpolate between two order

statistics to get the estimated quantile, whereas Stata simply takes the arithmetic average.  Also, Stata

does not provide the confidence interval or standard error for quantiles of weighted survey data.

Tables 1a – d show that standard error estimates were identical for Stata and SUDAAN

except for certain estimated totals of variables containing missing data.  SUDAAN appears to be setting

missing values to zero and including these observations in its calculation of the standard error.  This was

confirmed by setting missing values to zero for several variables and computing the standard errors in

Stata.  (Normally, Stata excludes observations with missing values from a calculation.)  Thereafter, the

standard errors matched SUDAAN’s exactly.  Examples are the estimated student total for “Father’s

highest level of education” in “Other Private” schools in table 1a, and estimated public school student

totals for ESL, Chapter 1, and Kindergarten in table 1c.  SUDAAN users should be warned about this

aspect of its treatment of missing data, since it is not mentioned anywhere in the SUDAAN

documentation.

A bug was discovered in Stata when computing standard errors for estimated public school

student totals for ESL, Chapter 1, and Kindergarten.  The problem occurs when Stata checks for strata

with fewer than two PSUs when subpopulation estimates are requested.  The svy commands do not

automatically drop strata with no members of the subpopulation before checking whether there is only

one PSU per stratum.  As a result, the user receives an error message about “Stratum with one PSU

detected” and the program aborts.  The public schools all had at least two schools per stratum on the

input file with reported data (a small amount of collapsing of strata was done beforehand to ensure that

this condition was met for just these three variables), although there were numerous private school strata

with only one school in them.  To force the Stata program to run, it was necessary to subset the file on

just the public schools when requesting public school estimates.  This produced the standard errors for

these three variables in table 1c, which do not appear to be correct.  Stata Corporation acknowledges this

problem and plans to fix it in the near future.
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Table 1a. Estimates, standard errors and design effects for WesVarPC, SUDAAN, and Stata:

NELS:88 student file
WesVarPC:

JK2
WesVarPC:

BRR
SUDAAN Stata

Statistic Variable Estimate
S.E. DEFF S.E. DEFF S.E. DEFF S.E. DEFF11 DEFF2 MEFF

Means Reading score

n=18,403 Public....................... 9.92 0.083 3.38 0.084 3.4 0.10 4.98 0.10 4.53 4.98 4.46
n=2,525 Catholic ................... 12.26 0.20 3.29 0.21 3.59 0.21 2.57 0.21 3.57 2.57 3.56
n=2,488 Other private............ 13.69 0.28 6.34 0.26 5.48 0.26 2.3 0.26 5.36 2.3 5.77

Math score
n=18,403 Public....................... 15.55 0.17 4.17 0.18 4.59 0.20 6.27 0.20 5.63 6.27 5.57

n=2,525 Catholic ................... 18.15 0.48 5.31 0.49 5.49 0.50 4.12 0.50 5.73 4.12 5.64
n=2,488 Other private............ 22.44 0.58 7.73 0.56 7.25 0.55 2.9 0.55 6.77 2.9 7.09

Medians Reading score
n=18,403 Public....................... 9.75 0.26 0.26 0.18 --2 -- -- --

n=2,525 Catholic ................... 13.08 0.29 0.30 0.21 -- -- -- --
n=2,488 Other private............ 14.56 0.35 0.34 0.42 -- -- -- --

Math score
n=18,403 Public....................... 14.40 0.21 0.23 0.36 -- -- -- --

n=2,525 Catholic ................... 17.57 0.68 0.70 0.74 -- -- -- --
n=2,488 Other private............ 24.00 0.72 0.69 0.83 -- -- -- --

Totals Total students with
father highest level of
education BA+

n=15,922 Public....................... 586,650 17,306 --3 18,185 --3 19,437 6.86 19,437 6.38 6.86 6.41
n=2,157 Catholic ................... 74,565 6,531 -- 6,843 -- 6,511 4.78 6,511 10.45 4.78 10.49
n=2,371 Other private............ 74,511 7,408 -- 8,138 -- 8,005 7.21 7,916 44.82 7.07 57.04

Total students with
mother highest level of
education BA+

n=16,875 Public....................... 485,657 13,249 -- 13,179 -- 14,806 4.50 14,806 4.14 4.50 4.17
n=2,248 Catholic ................... 60,227 4,928 -- 5,032 -- 5,440 4.09 5,440 7.91 4.09 7.95
n=2,381 Other private............ 60,736 5,890 -- 6,368 -- 6,429 5.67 6,429 27.23 5.67 29.84

Proportions Percent with mother/
female guardian still
living

n=19,058 Public....................... 99.33 0.07 1.44 0.07 1.34 0.07 1.48 0.07 1.33 1.48 1.29
n=2,545 Catholic ................... 99.31 0.15 0.83 0.15 0.78 0.17 0.73 0.17 1.02 0.73 1.00
n=2,524 Other private............ 99.78 0.07 0.58 0.07 0.59 0.07 0.26 0.07 0.62 0.26 0.31

Percent with father
highest level of ed. BA+

(%)

n=15,922 Public....................... 26.73 0.66 3.50 0.66 3.56 0.73 4.87 0.73 4.32 4.87 4.34
n=2,157 Catholic ................... 38.87 2.65 6.37 2.75 6.86 2.32 3.54 2.32 4.86 3.54 4.88
n=2,371 Other private............ 62.62 3.33 11.25 3.28 10.87 2.93 3.57 2.93 8.69 3.57 11.07

Percent with mother
highest level of ed. BA+

n=16,875 Public....................... 20.90 0.50 2.50 0.47 2.23 0.54 3.35 0.54 2.97 3.35 3.00
n=2,248 Catholic ................... 30.15 2.14 4.87 2.18 5.05 2.05 3.25 2.05 4.46 3.25 4.49
n=2,381 Other private............ 50.52 2.65 6.67 2.62 6.56 2.45 2.36 2.45 5.71 2.36 6.26

1With SRSSUBPOP option.
2Stata does not calculate standard errors for quantiles of survey data.
3WesVarPC does not calculate design effects for totals.
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Table 1b. Estimates, standard errors and design effects for WesVarPC, SUDAAN, and Stata:
1993-94 SASS teacher file

WesVarPC SUDAAN Stata
Statistic Variable Estimate

S.E. DEFF S.E. DEFF S.E. DEFF11 DEFF2 MEFF
Proportions Percent with bachelor’s degree

n=44,041 Public ................................ 98.98 0.06 1.74 0.07 2.23 0.07 2.18 2.23 1.75
n=7,563 Private................................ 93.09 0.46 2.44 0.50 2.55 0.50 3.00 2.55 3.65

Percent with master’s degree
n=44,041 Public ................................ 46.33 0.36 2.25 0.41 3.12 0.41 3.04 3.12 3.07
n=7,563 Private................................ 31.99 0.67 1.56 0.72 1.55 0.72 1.82 1.55 1.80

Percent ever threatened by a
student

n=44,041 Public................................. 25.26 0.39 3.46 0.39 3.56 0.39 3.47 3.56 3.41
n=7,563 Private................................ 6.82 0.39 1.79 0.49 2.47 0.49 2.90 2.47 2.74

Totals Total number teachers with
master’s degree

n=44,041 Public................................. 1,103,352 12,554 --3 12,022 4.18 12,022 4.51 4.18 4.56
n=7,563 Private................................ 108,649 3,277 -- 3,037 1.68 3,037 2.78 1.68 2.75

Total number teachers with
bachelor’s degree

n=44,041 Public................................. 2,357,371 20,770 -- 14,293 12.29 14,293 157.00 12.29 122.00
n=7,563 Private................................ 316,193 5,299 -- 4,920 1.64 4,920 25.00 1.64 30.00

Logistic Dependent variable:
Regression "Would become a
Coefficients Teacher again "

1=Certainly, Probably
0=Neutral,Probably not, Certainly
not
Independent variables:

Intercept............................. 1.40 0.094 --3 0.12 2.41 0.12 --2 2.41 2.42
Age .................................... -0.018 0.002 -- 0.002 2.43 0.002 -- 2.43 2.36

Race/ethnicity
American Indian/
Alaska Native .................... -0.11 0.15 -- 0.17 1.95 0.17 -- 1.95 3.84
Asian/Pacific Islander........ -0.091 0.10 -- 0.12 1.20 0.12 -- 1.20 2.14
Black, not Hispanic ........... 0.061 0.080 -- 0.10 2.69 0.10 -- 2.69 2.33
White, not Hispanic ........... -0.12 0.069 -- 0.084 2.71 0.084 -- 2.71 2.51
Hispanic............................. 0

Verbal abuse of teachers a problem
Serious ............................... -0.74 0.066 -- 0.068 2.40 0.068 -- 2.40 2.51
Moderate............................ -0.50 0.051 -- 0.053 2.55 0.053 -- 2.55 2.60
Minor................................. -0.21 0.043 -- 0.044 2.56 0.044 -- 2.56 2.52
Not a problem.................... 0

Poverty is a problem at this school
Serious ............................... -0.001 0.063 -- 0.069 2.95 0.069 -- 2.95 2.86
Moderate............................ 0.059 0.052 -- 0.059 2.84 0.059 -- 2.84 2.74
Minor................................. -0.0077 0.049 -- 0.055 2.77 0.055 -- 2.77 2.65
Not a Problem.................... 0

Satisfied with teacher salary
Strongly Agree................... 1.24 0.058 -- 0.061 2.75 0.061 -- 2.75 2.71
Somewhat Agree................ 0.93 0.038 -- 0.042 2.80 0.042 -- 2.80 2.85
Somewhat Disagree ........... 0.46 0.040 -- 0.043 2.78 0.043 -- 2.78 2.88
Strongly Disagree.............. 0

1With SRSSUBPOP option.
2SRSSUBPOP option not available for estimates pertaining to the entire sample.
3WesVarPC does not calculate design effects for totals or logistic regression coefficients.
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Table 1b. Estimates, standard errors and design effects for WesVarPC, SUDAAN, and Stata:
1993-94 SASS teacher file (continued)

WesVarPC SUDAAN Stata
Statistic Variable Estimate S.E. DEFF S.E. DEFF S.E. DEFF11 DEFF2 MEFF

Teachers participate in
making most important
decisions at this school

Strongly agree .................... 0.78 0.051 -- 0.063 2.75 0.063 -- 2.75 2.78
Somewhat agree ................. 0.53 0.043 -- 0.049 2.70 0.049 -- 2.70 2.72
Somewhat disagree ............ 0.19 0.043 -- 0.051 2.63 0.051 -- 2.63 2.66
Strongly disagree ............... 0

Sector
Public................................. -0.50 0.038 -- 0.051 1.97 0.051 -- 1.97 2.14
Private................................ 0

Physical conflicts among
students a problem

Serious ............................... -0.044 0.072 -- 0.087 2.92 0.087 -- 2.92 2.91
Moderate............................ 0.0065 0.061 -- 0.060 2.69 0.060 -- 2.69 2.81
Minor ................................. 0.012 0.039 -- 0.049 2.62 0.049 -- 2.62 2.74
Not a Problem.................... 0

Sex
Male................................... -0.31 0.029 -- 0.035 2.55 0.035 - 2.55 2.92
Female ............................... 0

1With SRSSUBPOP option.
2SRSSUBPOP option not available for estimates based on the entire sample.
3WesVarPC does not calculate design effects for totals or logistic regression coefficients.

Table 1c. Estimated totals, means, and standard errors for WesVarPC, SUDAAN, and Stata:
1993-94 SASS school file

Number of
sample

WesVarPC SUDAAN Stata
Variable

schools
Estimate

S.E. S.E. S.E.

Public Schools

Total # full-time teachers ....................... n=8,767 2,338,092 20,532 12,032 12,032

Total # American Indian teachers........... n=8,767 10,616 556 781 781

Total # Asian/PI teachers ....................... n=8,767 27,293 1,047 1,141 1,141

Total # Hispanic teachers ....................... n=8,767 94,404 4,712 4,836 4,836

Total # black teachers ............................ n=8,767 220,111 4,537 6,152 6,152

Total # white teachers ............................ n=8,767 2,208,871 18,321 12,466 12,466

Total # students ...................................... n=8,767 41,621,660 393,746 217,541 217,541

Total # students in ESL .......................... n=3,542 1,650,736 98,697 92,185 88,643

Total # students in Chap. 1..................... n=4,787 5,847,768 176,629 171,326 140,117

Total # kindergartners ............................ n=3,579 3,175,690 50,722 48,989 31,761

Private Schools

Mean yearly salary for teachers with

bachelor’s degree................................... n=1,746 $16,329 137 181 181

Mean yearly salary for teachers with

master’s degree....................................... n=1,746 $25,189 277 339 338
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Table 1d. Estimated totals and standard errors for WesVarPC, SUDAAN, and Stata:  1993-94
school file

WesVarPC SUDAAN Stata# sample
schools

Estimated
total # full-time

teachers S.E. S.E. S.E.

United States .......................................... n=8,767 2,338,092 20,532 12,032 12,032
Alabama ................................................. n=224 42,826 1,543 989 989
Alaska .................................................... n=169 7,286 359 238 238
Arkansas................................................. n=156 28,316 1,009 699 699
Arizona................................................... n=189 34,602 1,116 905 905
California ............................................... n=353 196,127 7,304 4,392 4,392
Colorado................................................. n=164 32,324 1,729 856 856
Connecticut ............................................ n=148 32,176 1,059 985 985
District of Columbia............................... n=55 4,931 191 199 199
Delaware ................................................ n=63 6,397 208 296 296
Florida .................................................... n=228 104,024 3,211 3,125 3,125
Georgia................................................... n=168 71,701 1,399 1,531 1,531
Hawaii.................................................... n=85 9,911 435 314 314
Iowa ....................................................... n=158 29,586 1,339 1,138 1,138
Idaho ...................................................... n=158 10,803 507 314 314
Illinois .................................................... n=238 101,152 2,755 3,204 3,204
Indiana.................................................... n=166 52,000 1,627 1,302 1,302
Kansas.................................................... n=149 25,894 1,137 1,049 1,049
Kentucky ................................................ n=149 38,864 1,664 989 989
Louisiana................................................ n=207 46,197 1,116 1,081 1,081
Massachusetts ........................................ n=208 50,257 1,480 1,503 1,503
Maryland ................................................ n=135 40,170 702 1,000 1,000
Maine ..................................................... n=145 13,507 638 414 414
Michigan ................................................ n=202 73,053 3,225 1,787 1,787
Minnesota............................................... n=160 37,819 1,848 1,289 1,289
Missouri ................................................. n=168 55,969 2,322 2,104 2,104
Mississippi ............................................. n=195 28,824 1,134 692 692
Montana ................................................. n=179 10,271 511 412 412
North Carolina........................................ n=151 66,419 2,775 1,964 1,964
North Dakota.......................................... n=165 6,707 362 291 291
Nebraska ................................................ n=139 17,276 1,034 838 838
New Hampshire...................................... n=117 11,209 705 413 413
New Jersey ............................................. n=167 75,003 3,381 1,844 1,844
New Mexico........................................... n=160 18,181 747 529 529
Nevada ................................................... n=109 11,805 347 511 511
New York............................................... n=269 166,105 5,996 4,654 4,654
Ohio ....................................................... n=176 99,291 3,416 2,764 2,764
Oklahoma............................................... n=306 36,926 1,366 800 800
Oregon.................................................... n=159 22,297 930 684 684
Pennsylvania .......................................... n=169 103,152 6,003 2,880 2,880
Rhode Island........................................... n=88 7,943 519 328 328
South Carolina........................................ n=141 36,909 1,832 1,223 1,223
South Dakota.......................................... n=165 8,746 457 375 375
Tennessee ............................................... n=179 44,196 1,527 1,120 1,120
Texas ...................................................... n=380 214,725 8,659 4,375 4,375
Utah........................................................ n=174 17,955 644 422 422
Virginia .................................................. n=158 59,795 3,138 1,910 1,910
Vermont ................................................. n=97 6,308 331 215 215
Washington ............................................ n=200 43,172 1,472 1,146 1,146
Wisconsin............................................... n=164 53,523 1,898 2,017 2,017
West Virginia ......................................... n=154 19,134 1,070 745 745
Wyoming................................................ n=131 6,328 355 284 284
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Figure 1.  Percent Difference in Bootstrap and Linearization Standard Errors for 1993-94 SASS 
Estimated Public School Full-time Teacher Totals
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The linearization standard errors from SUDAAN and Stata were also compared with the

replication standard errors from WesVarPC.  These should not be expected to be identical, even if the

variance strata used in constructing replicates were exactly the same as those used by SUDAAN and

Stata, because replication and linearization are two different methods of variance estimation.  There is

also some randomness or “noise” in the standard error estimates which can account for some of the

differences, especially if the number of replicates is small.  However, both methods give consistent,

asymptotically unbiased estimates of the standard error (Wolter, 1985, Theorems B.8, B.9).  Therefore, if

the sample design is appropriately reflected in the construction of the replicate weights and the SUDAAN

and Stata input specifications, the linearization standard errors should be close to the replication

estimates when the number of PSUs in each stratum is large.  This was, in fact, the case for the NELS:88

student estimates, with the exception of the median reading and math scores.

The linearization and replication standard error estimates for 1993-94 SASS teacher

estimates were similar for proportions and logistic regression coefficients (see table 1b), although the

linearization estimates were usually somewhat larger (9 percent for proportions and 14 percent for

logistic regression coefficients).  This may be because the bootstrap replicate weights have accounted for

the large sampling fractions in the school sampling, the impact on the standard error of the weighting

adjustments, the order of selection of the schools, and the certainty schools, whereas the SUDAAN and

Stata estimates have not.  Thus the linearization estimates would be expected to be more conservative.

The school-based estimates of totals presented in tables 1c and 1d, on the other hand, tell a

very different story.  The linearization standard errors were usually significantly smaller, as can be seen

in the estimates of total students in table 1c and especially in the public school state estimates in table 1d.

In table 1d, the SUDAAN and Stata standard errors are on average 21 percent smaller than the

WesVarPC bootstrap standard errors.  Figure 1 graphically shows the difference between the bootstrap

and linearization standard errors.  Difference of this magnitude is contrary to what one would expect

based on the literature (Kovar et al., 1988).  This puzzling result cannot be attributed to the reasons cited

above, because those factors would tend to make the SUDAAN and Stata standard error estimates larger

than the bootstrap estimates, not smaller.  Further discussion on the use of the bootstrap with the Schools

and Staffing Survey is found in Kaufman (1993, 1994).

6.2 Design Effects

WesVarPC and SUDAAN calculate design effects differently, while Stata allows one the

flexibility of calculating design effects using either the WesVarPC or the SUDAAN approach.  The
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difference in design effects can be substantial for subpopulations that have been oversampled.  This can

be seen in the design effects for “Other private” student estimates in table 1a.  In WesVarPC, the design

effect is defined as the ratio of the variance under the complex survey design to the variance under

simple random sampling for a sample of the same size.  WesVarPC conditions on the actual sample size

achieved for the domain or subpopulation of interest in calculating the simple random sample variance.

The formula WesVarPC uses to calculate the simple random sample variance of a proportion for the

design effect is:

where p̂  is estimated using the sample weights and n is the achieved sample size on which the estimate

of p is based.  The formula it uses for the variance of a mean under simple random sampling is:

where n is the number of observations on which the estimated mean is based, and wi is the full-sample

weight for the i-th observation.  SUDAAN instead uses the expected sample size for the domain or

subpopulation as if a simple random sample of the entire population had been drawn with no

oversampling.  For example, suppose the design effect is calculated on average income for black persons

and that this domain was deliberately oversampled so that it has a sample size of 40 percent of the

national sample, rather than the 13 percent that would be expected in a national simple random sample.

The SRS variance is calculated in WesVarPC with n=.4ntotal, where ntotal is the national sample size.

SUDAAN uses n=.13 ntotal in its calculation.

To illustrate, in an r by c table if rcp̂  is the estimated proportion of the population in row r

that is in cell (r,c), the simple random sample variance calculated by SUDAAN is given in Shah et al.

(1996) as:

N
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where rcp̂ = rcN̂ / .
ˆ

rN , n is the actual number of sampled observations with nonzero weights7 on the file,

rcN̂ is the sum of the weights of the sample observations in the (r,c) cell, .
ˆ

rN is the sum of the weights of

the sample observations in the r-th row, and N̂ is the sum of the weights of all the sample observations

                                                     
7Sampled observations with nonzero weights are presumably the eligible respondents.
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(Shah et al., 1996, eqn. 6.10).  The expression in the denominator is an estimate of the expected number

of cases in the r-th row under SRS without any oversampling.

For an estimated total for the entire population, the simple random sample variance of the

total is calculated by SUDAAN as:

and the simple random sample variance of a mean for the total population is calculated as:

where n is the actual sample size in both numerator and denominator since the total or mean is estimated

for the entire population, and ∑=
=

n

i
iwN

1

ˆ (Shah, 1996, eqn. 2.5).  The design effect formula used by

SUDAAN in calculating design effects for subpopulations is not given for totals or means in the manual.

However, it would appear that if the estimate applies to a subpopulation, n in the denominator is the

expected sample size for the subpopulation in a simple random sample from a population of size N.  The

summation in the numerator is still over the entire sample, since the simple random sample is assumed to

be drawn from across the entire population.  The n in the denominator is not necessarily the same n that

WesVarPC uses.  WesVarPC conditions on the actual sample size achieved for a subpopulation and does

not use the expected sample size.

Stata can calculate the design effect using either method.  The SRSSUBPOP DEFF option

produces design effects which are conceptually the same as WesVarPC’s.  These are labeled DEFF1 in

tables 1a and b.  They are not exactly the same, because the standard errors produced from replication

and linearization are not necessarily exactly the same for reasons explained earlier.  Leaving out

SRSSUBPOP will produce design effects identical to SUDAAN’s.  These are labeled DEFF2 in table 1b.

If the user includes an “svyset fpc” command, an fpc will also be calculated as n/N̂ .  In addition, Stata

calculates a misspecification effect (MEFF).  The misspecification effect is calculated as the ratio of the

variance under the complex survey design to the variance under simple random sampling with

replacement, ignoring all aspects of the sample design, including weighting.  The formula Stata uses for

the simple random sample variance in the MEFF is:
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where n′ in the denominator is the expected sample size for a national simple random sample with no

oversampling, unless the SRSSUBPOP option is specified, and n is the actual sample size.  The

summation in the numerator is still over the entire sample.  If SRSSUBPOP is specified, n′ in the

denominator is the number of observations actually obtained in the sample for the subpopulation (n = n′).

The misspecification effect is only useful for statistics that would not be too badly biased without using

the weights, such as proportions, means, and regression coefficients.  As can be seen in table 1b, the

misspecification effects for estimated totals are quite large.

6.3 Hypothesis Testing

For categorical data analysis, WesVarPC and SUDAAN both produce adjusted chi-square

statistics to test for independence in two-way tables.  WesVarPC calculates a Rao-Scott first-order

adjusted chi-square (RS2) and a Satterthwaite or Rao-Scott second-order adjusted chi-square statistic

(RS3).  In its PROC CROSSTAB procedure SUDAAN calculates two test statistics based on the Wald

chi-square (CHISQ, LLCHISQ) and a survey data version of the Cochran-Mantel-Haenszel statistic

(CMH).  CHISQ and CMH are based on the observed minus the expected values; LLCHISQ is based on

the log odd ratios.  Stata does not calculate adjusted chi-square statistics for survey data.

The adjusted Wald F statistic (Skinner, Holt, and Smith, 1989) for the logistic regression

model in table 1b was identical for Stata and SUDAAN since both are based on the same number of

degrees of freedom for the variance estimator.  WesVarPC’s adjusted Wald F statistic is larger because

the replication variance estimate is based on fewer degrees of freedom.  Stata and SUDAAN can also

calculate an unadjusted Wald F.  SUDAAN will output a Satterthwaite Adjusted F, Satterthwaite

adjusted chi- square, and Wald chi- square as well.

All three software packages have the capability to test hypotheses for linear combinations of

means, ratios, totals, proportions, and regression coefficients.  In WesVarPC this is done by creating

functions of weighted totals; e.g., differences in means, proportions, ratios, or odds ratios in the

COMPUTE and FUNCTION screens, or in the Create Hypothesis Testing screen when defining a

regression model.  In SUDAAN, hypotheses for linear contrasts in estimated means, total, proportions

and ratios can be tested in PROC DESCRIPT and PROC RATIO through the DIFFVAR, CONTRAST,

PAIRWISE, and POLYNOMIAL statements.  Hypotheses for linear contrasts of regression coefficients
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can be tested in the regression procedures (PROC REGRESS, PROC LOGISTIC) with CONTRAST

statements.  Both single degree and multiple degree of freedom hypothesis tests may be performed in

PROC HYPTEST as well by inputting estimates obtained from other SUDAAN PROCs.  Stata does

hypothesis testing of linear combinations of survey estimates, including regression model coefficients,

with its svylc and svytest commands.

7. Missing Data

In WesVarPC, if an observation has a missing full-sample or replicate weight, it is excluded

from the calculations.  In modeling, any observation having a missing value for either the dependent

variable or any of the independent variables is excluded from all estimates for that model.  This exclusion

is at the model level; i.e., the inclusion of variables in one model has no effect on the other models in the

same program request (.wvr file).  In tables, the treatment of missing values for analysis variables and

variables involved in compute statistics is determined through the use of the MISSING and COMPLETE

options.  If the COMPLETE option is on, only observations with nonmissing data for all analysis

variables and compute statistics in the request program will be included.  The implication thus is that all

statistics in the program will be based on the same number of observations.  If the COMPLETE option is

off, all available cases will be used for each statistic estimated.  For example, in computing the pupil-

teacher ratio, only schools with both the total number of pupils and teachers reported are used by

WesVarPC.  But in the same request program (.wvq file), the estimate of the total number of teachers in

the population would be based on all schools reporting the number of teachers, and the estimate of the

total number of pupils would be based on all schools reporting the number of pupils.  Thus, the estimated

pupil-teacher ratio could be based on a different number of observations than either of the estimated total

pupils or teachers.

SUDAAN excludes observations with missing values for sample design variables on the

NEST and WEIGHT statements.  The default treatment of observations with missing data for analysis

variables is the same as WesVarPC’s for modeling procedures.  In PROC DESCRIPT, CROSSTAB, and

RATIO, the treatment of missing data is the same as when WesVarPC’s COMPLETE option is set to off.

It is possible to treat missing values as a separate level of a categorical variable by coding the INCLUDE

option on the PROC statement.  Observations with missing values will then be included in the marginal

counts.
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Stata has two ways of treating missing data in tables through the use of its COMPLETE and

AVAILABLE options.  These correspond to WesVarPC’s COMPLETE=ON and COMPLETE=OFF

options, respectively.  Stata treats missing data the same way WesVarPC and SUDAAN do in estimating

models and calculating ratios.  However, it apparently is not possible to treat missing values as a separate

level for categorical variables in tables.  An idiosyncrasy that may be important in recoding or creating

new variables with the generate, egen, or replace commands is that relationally Stata considers numeric

missing values to be larger than any numeric value.  This is the opposite of SAS, WesVarPC, and

SUDAAN.

The treatment of missing data is summarized for the three packages in table 2.

Table 2.  Available missing data options for tables in WesVarPC, SUDAAN, and Stata
Option WesVarPC SUDAAN Stata

Treat missing values as a
separate level

Yes: set MISSING
option to ON in Tables
screen

Yes: specify INCLUDE
option in PROC
statement; specify
DISPLAY to see counts

Not available

Delete observations with
missing data for any
analysis variables in the
table request (use only
observations with
complete data for all
analysis variables used
in the table)

Yes: set COMPLETE
option to ON in Table
request screen

Not available Yes: specify
COMPLETE in svy
statement

Include all available
observations with data
for each analysis
variable separately

Yes: set COMPLETE
option to OFF in Table
request screen (this is
the default)

Yes: this is the default Yes: this is the default
(or specify
AVAILABLE in svy
statement)

8. Execution Times

Execution times are compared in table 3 below for five jobs.  The time needed for the PREP

step in WesVarPC and file preparation outside of SUDAAN and Stata are not included.  All four jobs

were run under Windows 95 on a Compaq DeskPro 133MHz Pentium with 32 MB of ram and a 1 GB

hard disk.  The 32-bit processor version of WesVarPC was run.  The input files for each software

package are not the same size because the WesVarPC files contain replicate weights, and because Stata

and WesVarPC store the input files in their own internal format.  However, these are the only

differences.  The size of the NELS:88 student input file was 23 MB for WesVarPC, including the



30

replicate weights, 3 MB for SUDAAN, and 2.2 MB for Stata.  The 1993-94 SASS teacher input file was

43 MB for WesVarPC (including replicate weights), 23 MB for SUDAAN, and 12 MB for Stata.

Due to the size of the input files, the default memory allocation in Stata had to be increased

to 9,000K for the NELS:88 student file and to 19,000K file for the 1993-94 SASS teacher file.  The

setting of this parameter can greatly affect the execution time for Stata.  If the memory setting exceeds

the physical memory capacity of the machine on which it is executing, Stata will begin using hard disk

space as virtual memory, which can slow the job down considerably.  For example, at a memory

allocation setting of 20,000K, Stata began “paging” through the hard disk, and the logistic regression

program in table 3 took 2 hours and 35 minutes!

Table 3. Execution times for WesVarPC, SUDAAN, and Stata
File Statistics WesVarPC SUDAAN Stata

NELS:88 Students
n=23,416

4 Means 30 seconds 30 seconds 20 seconds

4 Medians,
ungrouped method

40 seconds 1 minute,
20 seconds

not available in
Stata

n=24,599 12 Proportions 30 seconds 1 minute,
30 seconds

17 minute,
50 seconds
(svyprop)

1993-94 SASS
Teachers n=51,604

logistic regression
model

37 minutes,
30 seconds

7 minutes,
30 seconds

3 minutes

15 proportions 2 minutes 2 minutes,
12 seconds

4 minutes,
25 seconds
(svymean)

For many of the runs in this evaluation, the execution times were not greatly different.  The

exceptions were in the case of logistic regression and proportions.  SUDAAN and Stata were noticeably

faster than WesVarPC in the logistic regression run, but Stata was slower in computing proportions,

especially when the svyprop command was used.  The inclusion of replace and generate statements to

perform recodes in a Stata program will also slow its execution time.  Note that recoding is done in

WesVarPC after the PREP step, but before submitting the program request, and is not included in the

execution times.  The PREP step for the NELS:88 student file took 18 minutes; the RECODE step for all

the variables involved in the evaluation took 20 minutes.

9. Summary and Recommendations

For many people, ease of use, cost, and whether the software package does what they need

are more important considerations than computer execution time.  While SUDAAN is probably the most
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powerful package of the three, it is also the most difficult to learn.  WesVarPC is both easy to learn and

powerful, but it requires replicate weights, and it does not have some of the model fitting capabilities that

SUDAAN does.  Stata is more limited in its survey data analysis capabilities and can be slower to run,

but it does enable one to easily plot and examine predicted values and residuals when model-fitting.  This

may make it a good choice for regression or probit analysis, since neither WesVarPC nor SUDAAN have

any graphical capabilities.  For categorical data analysis and large-scale table production, we recommend

SUDAAN or WesVarPC.  The survey data analysis capabilities are summarized in table 4 for each of the

three packages.

The choice of software may also be dictated by the availability of sample design variables

and replicate weights on the public or restricted use analysis files.  To allow for more choices in

software, we recommend that the variables needed for variance estimation with linearization packages

and a set of replicate weights be created internally by sampling statisticians knowledgeable with the

sample design and data collection procedures, and that these be placed on the NCES analysis files.  This

will also decrease the likelihood of errors in variance calculations, since all analysts would be using the

same set of variance strata, PSUs, and replicate weights.

All three software packages will give good approximations to the standard error for the base

year NELS:88 files (but note the caveat below about estimating standard errors for totals in SUDAAN);

therefore, it is largely a matter of convenience which one is chosen.  With the next release of WesVarPC

it will be easier to create replicate weights within the software package, which should remove some of

the difficulty in using WesVarPC with these files.
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Table 4. Analysis Capabilities for WesVarPC, SUDAAN, and Stata

WesVarPC SUDAAN Stata
Standard errors and design effects for means, totals,
proportions, ratios............................................................ X8 X X
Quantiles.......................................................................... X X

Finite Population Correction Factor:

       1st stage only, equal probabilities of selection .......... X X X
       1st stage with unequal probabilities of selection ...... X

Linear Regression ............................................................ X X X

Logistic Regression

        Dichotomous............................................................ X X X
        Polychotomous ........................................................ X X9

Probit Models .................................................................. X
Loglinear Models............................................................. X
Tests of Independence in Tables...................................... X X
Linear Contrasts, Differences........................................... X X X
Survival Analysis ............................................................. X
Graphics........................................................................... X
Batch Processing Available ............................................. X X X
Output Useful for Importing into Spreadsheets ............... X X

For the Schools and Staffing Survey LEA files, the use of linearization packages is not

advised.  Conservative variance estimates will generally be obtained with SUDAAN and Stata for the

teacher files because of the high school sampling fractions.  However, we caution that for estimates of

totals this conclusion does not always hold; in fact, the bootstrap replication standard errors were often

significantly larger than the linearization estimates , especially for estimates of totals based on the school

file.  In addition, we have noticed inconsistencies between Stata and SUDAAN standard errors for totals

in the presence of missing data.  This is because Stata treats missing data basically the same way

WesVarPC does, but SUDAAN sets missing values to zero when estimating the variance of a total.  For

all of the above reasons we recommend using WesVarPC with the bootstrap replicate weights created by

NCES for Schools and Staffing Survey estimates.

                                                     
8 No design effects available for totals.

9 Available to registered users as of November, 1997 by downloading the appropriate ado-files from the Stata web site.
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The system requirements to run each of the three packages under Windows 95 are given

below:

• WesVarPC: a 486 or higher PC with at least 8 MB of RAM and a 5.7 MB hard disk

• SUDAAN: a 386 or higher PC with at least 4 MB of RAM and a 5 MB hard disk

• Stata: a 386 or higher PC with at least 8 MB of RAM and a math co-processor.

Because the software world is fast-changing, we recommend contacting each software

provider directly to obtain current information on cost and new releases.  The Web sites for each provider

are given below.

SUDAAN: http://www.rti.org
Stata: http://www.stata.com
WesVarPC: http://www.westat.com
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97-07 The Determinants of Per-Pupil Expenditures in Private Elementary and Secondary

Schools: An Exploratory Analysis
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98-04 Geographic Variations in Public Schools’ Costs William J. Fowler, Jr.

Inflation
97-43 Measuring Inflation in Public School Costs William J. Fowler, Jr.
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97-33 Adult Literacy: An International Perspective Marilyn Binkley

Mathematics
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Postsecondary education – staff
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